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Vision-based human activity analysis has attracted much attention in the past several decades,
which is the process of understanding human action/motion patterns in given video sequences with or
sometimes without prior knowledge of probably performed actions/motions. In this thesis, driven by
the natural demands in single-person oriented applications, we focus on recognizing actions performed
by single users, and do not explicitly consider interactions with other persons or surrounding objects,
and context, e.g. the cluttered/crowded environment. Moreover, we concentrate on monocular videos
excluding multi-views videols, considering simpleness and low-cost in a wide range of practical usage.

In real-world applications, especially in on-line processing, time saving is heavily concerned as well
as other significant characteristics, e.g., recognition rate and invariance of camera-view. As contribu-
tions of this study, two approaches/techniques have been proposed separately to save the processing
time under the premise of keeping comparable recognition accuracy.

The thesis is structured as follows. A brief introduction of this study is presented in Chapter 1, and
then the detailed presentations of two proposed approaches are given respectively in Part I and Part
1I as the main parts of this thesis. Each part starts with an introduction of the domain (Chapter 2 and
Chapter 6), followed by practical implementation (Chapter 3 and Chapter 7) and then experimental
investigation (Chapter 4 and Chapter 8). In Chapter 5, especially, we present an approach of tempo-
ral segmentation and assignment of successive actions, taking advantages of selected frames by the
method shown in Chapter 3. Finally, in Part I, we summarized the thesis and show the future work.

On the basis of the assumption that basic actions can be discriminated by only a few representative
frames taken from an entire video, a new martingale-test based framework was proposed for selecting
representative frames (called characteristic frames). Then we employed an exemplar-matching based
recognition method to exploit the selected characteristic frames. Experimental results on the public
Weizmann dataset showed that the method using characteristic frames was carried out remarkably
faster than the ones using the entire frames, while keeping comparable performance in recognition rafe.
In addition, taking advantage of time-differentiated information brought from characteristic frame, we
proposed a novel framework for témporal segmentation and assignment of successive actions in a long-
term video. Through the experiments, we obtained the assignment accuracy of 80.5% at frame level
on IXMAS dataset, in computation time of 1.57 s per video which has 1160 frames on the average,
which was two orders of magnitude. faster than the compared method.

Motivated by recent efforts to bypass a time-consuming step of subject location in action recognition,
i.e., subject detection followed by tracking from frame to frame, we also proposed a novel algorithm

that extracts action patterns directly from difference images in terms of temporal self-similarity (TSS).
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We then employed a bag-of-words (BoW) framework to assemble these extracted patterns for action
recognition. Experimental results on two public datasets of the Weizmann dataset and the KTH dataset
showed that this framework is useful for reducing the processing time without degrading the perfor-
mance comparable to those of the state-of-the-art approaches.

We have used publicly available datasets for evaluation. Accordingly, we could measure the degree
of improvement objectively and fairly. On the other hand, the general performance of the proposed
approaches has not fully revealed. Therefore, in the future work, it is necessary to confirm the gener-
alization ability of the proposed approaches and to improve the performance and stability. In addition,
we notice that the usage of 2D images/videos for action recognition is limited in several points, for ex-
ample, largely influenced by noise, scattered environment, illuminations and many factors. We could
use devices other than video cameras, e.g., low-cost depth sensors such as Kinect. “As aresult, there
are many more challenging issues to be progressed.

In summary, our contributions are described in two folds. First, the introduced martingale-test
based frame-selection framework can be executed without requiring any prior knowledge about the
performed actions and the selected frames by this framework can give the basic description of per-
formed actions. Second, the proposed method for extracting action patterns directly from difference
images is efficient since it does not need a time-consuming pre-processing of finding bounding boxes
of human body, and meanwhile, it inherits general properties of TSS. These two techniques would

contribute to the development of the field of action recognition.
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