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A Study on Robust Speech Recognition with Dynamic
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The hidden Markov model (HMM) and dynamic time warping (DTW) algorithms have been widely
applied to automatic speech recognition (ASR) system. The word based ASR has obtained better
recognition with HMM then DTW. But HMM must cost plenty of time to train the reference speeches
and get the recognition models before recognition. If only one word is added to HMM speech model
database, many persons who utter target keywords several times, may be demanded. However, the
training costs of the word based HMM becomes normally large. DTW does not need any a prior
processing after a large set of speech database is prepared, but it has poor speech recognition accuracy.
We proposed new method all reference speeches are compared with the testing speeches directly and
not need training step. If one new word would be recognized, it is ok that all reference speeches of the
word are added to database directly. The accuracy of proposed method is same to that of HMM. Under
the same recognition accuracy, the total of reference speeches of one word for proposed method is less
than that of HMM.

In order to improve ASR accuracy, firstly, we employ the short-time epergy method to remove non-
speech segments. Then, it deploys a new method for noise-reduction methods with running spectrum
filtering (RSF), cepstrum mean subtraction (CMS) and dynamic range adjustment (DRA). Finally, un-
like conventional DTW algorithms that seeks the reference word of minimum distance to the unknown
speech waveform, this work uses an nonlinear median filtering (NMF) and seeks the reference word
with minimum median distance to the unknown speech waveform. The main body of the thesis is
organized as follows.

Chapter 1 depicts the background of automatic speech recognition, classification, motivation and
thesis overview.

Chapter 2 introduces the situation and the key technique of speech recognition, where extracting
feature vector of speech signal, pattern comparison technique, voice activity detection technique and
noise reduction methods are introduced.

Chapter 3 describes conventional DTW algorithm in details. The recognition of three DTW algo-
rithms in all kinds of noises is presented. Accuracies comparision with HMM is made in the chapter.

Chapter 4 discusses the voice activity detection (VAD) method with short time energy and zero-
crossing rate (ZCR).We propose the modified VAD method by analyzing disadvantage of conventional
short time energy. The proposed approach is easily represent the smoothness properties between ad-
jacent frames, substantially decreases the effect of pulse-noise. The endpoint detection accuracy is
increased.

Chapter 5 discusses the accuracies and performances of RSF, CMS, and DRA. We propose union

_59_



of RSF, CMS and DRA for noise reduction. The method improves the accuracy of DTW efficiently.
RSF algorithm only can filter most of noise by band pass filter, but some noises are still remained.
Moreover, the calculation cost of RSF algorithm is high, since the high order is used. CMS can only
" reduce the noise, whose energy is close the average of noisy speech. Our propose approach combines
the advantages of RSF and CMS. The recognition accuracy is better than that of RSF, as well as
calculation cost is lower than that of RSE.

Chapter 6 proposes new DTW approach with NMF. Conventional DTW uses the minimum distance
to recognize unknown word. If the minimum distance is cause for waveform distortion of other word,
then the recognition result is wrong. We find the entire distribution of the distances from the same
reference waveform with unknown word is concentrated at Iower distances than that of the distances
from the reference waveform for others word. Thus, we propose using the median distance to compare
with an NMF. The recognition accuracy of DTW is improved much more.

Chapter 7 compares the complexity between proposed DTW method and HMM method for single-
processor architecture and parallel-processor architecture. The parallelprocessor architecture can re-
duce the calculation time, and improve the efficiency of identification with propose DTW method.

Chapter 8 summaries the above research and give a conclusion to highlight the research significance.
Finally, we briefly describe some possible work for future research.
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