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Genetic algorithms (GA) are black box optimization algorithms inspired by the process of natural evo-
lution. Being stochastic in nature such algorithms may require a large number of fitness evaluations
before converging to the best or a near best solution. Several parallel implementations of GAs have
been proposed in the last two decades. Most of these parallel GAs were designed either for super-
computer or cluster like environment and cannot be implemented efficiently over modern many-core
processors. With the ever growing computational power of many-core processors it is safe to assume
that many-core processors will be personal supercomputers for the years to come. Parallel imple-
mentation of algorithms over modern heterogeneous many-core processors like GPU is vital than ever
before.

In this dissertation we undertake the mammoth task to adapt Meta heuristic algorithms namely ad-
vanced genetic algorithm over the modem many-core computing paradigm. The main motivation of
the research is to harness the computational power of asynchronous heterogeneous many-core pro-
cessors to solve combinatorial optimization problems using genetic algorithms and their derivatives.
Heterogeneous many-core processors may be difficult to program but the initial hardware cost and the
(efficiency/watt) ratings makes them extremely feasible for low budget users. There are two main ob-
jectives of the current research. The first and foremost objective is to modify the existing algorithms
in such a way that can enable them to take maximum advantage of the low lying parallel hardware
resources. The algorithms must be modified in a way that minimize the effect on the solution quality
and output fidelity. Secondly, we further extend the research to build an entirely new advanced genetic
algorithm that is compatible with the GPU SIMT architecture. In this dissertation, we give a detailed
methodology that can be followed to make an algorithm SIMD/SIMT compatible. We have also dis-
cussed different kinds of optimization techniques that can be applied to an algorithm in order to make
it more efficient over many-core processors.

As for achieving the above mentioned objectives, we follow a step by step approach. The thesis
starts with Cell Broadband Engine Architecture (CBEA) that has less than 10 processing cores and is
relatively easier to program as compared to modern GPUs. General purpose processor within the chip,
overlapping memory operations with computation and relatively simple memory hierarchy are some
of the things that make CBEA programming easier in comparison to a modern day GPU. Although the
implementation can run unaltered on a CBEA, we used Sony Play Station 3 (PS3) for experimentation
purposes. PS3 essentially has CBEA with only 6 SPEs available to the developer. We implemented a
well-known Capacitated Vehicle Routing Problem (CVRP), which is essentially a constrained version
of multiple Travelling Salesman Problem (TSP).
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In the next step, we moved to massively parallel many-core systems with over 100 processing cores.
For experimentation purposes, we have used nVidia C1060 Tesla, and C2050 Fermi GPU. We started
the research with existing well known advanced genetic algorithms including cellular genetic algo-
rithms (cGA) with local search and advanced Bayesian Optimization Algorithm (BOA) which is an
advanced multivariable Estimation of Distribution Algorithm (EDA). The operators and techniques
discussed help to speed up the execution without any loss in the output quality.

In this last section of the thesis, we design an entirely new advanced genetic algorithm for solving
complex Mixed Integer Non Linear Programming (MINLP) problems. The algorithm is designed to
be suitable for the modem GPU architectures. The thesis explains the detail design and implemen-
tation with interesting applications of the research. We provide a detailed empirical analysis of all
the techniques and algorithms to confirm the output quality after making the proposed changes in the
algorithm and operators.

In order to test our algorithm and the parallel implementation we have used different real world prob-
lems. The problems used for testing in this research ranges from classical problems like traveling
salesman problems (TSP) to more advanced Mixed Integer Non Linear Programming (MINLP) prob-
lems like chemical batch plant design problems and space mission trajectory design problems. All
the problems were carefully selected based on their relevance to the problems faced in the real world.
We have performed elaborate experiments to verify the quality of the algorithms developed during this
research; moreover, we verify the quality of the algorithms that are modified for many-core implemen-
tation. The quality of the algorithm over many-core processor should match the quality of the original
unmodified algorithm.

Our algorithm for solving MINLP:s is very different from the existing approaches in the literature. Ex-
isting algorithms usually rely on advanced and complex operators or other deterministic methods that
are used in hybrid with the GAs. Our algorithm on the other hand makes a clever use of simple opera-
tors to solve the difficult MINLP problems. Simple operators being easy to port for SIMD architecture
gives our algorithm unprecedented ability to run efficiently over GPU like architectures. With our
design and implementation we show approximately S0x speedups over CPU only implementations.
We think that research in this area is still in its infancy and more work needs to be done for developing
advanced operators and meta heuristic algorithms compatible with the SIMD/SIMT architecture of
modem many-core processors. The algorithms should be able to make an efficient use of the memory
hierarchy. The future many-core processors will be fasters and will provide an easier and faster access
to memory. The algorithms designed must be able to adjust themselves with the future architectures.
The computational power of today’ s heterogeneous processors can also help us in solving problems
like automatic parameter tuning and construction of adaptive algorithms. This can be one of the areas

for future work.
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