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1. Introduction:

The dissertation presents a novel methodology for vision-based robot navigation in
meadow farm to evaluate the applicability of a previously reported work schedule research
(Noguchi and Terao, 1995). The proposed algorithm in the research was able to create a work
schedule for three vehicle robots to gather the hay bales in the meadow grass land. It was
achieved by optimizing the energy consumption or the working time. The machine vision
system was decided to perforin the mentioned research in the real application. This chapter
reviews the fundamentals of conventional 3-D vision, beginning with the mechanics of basic
image projection and formation of features, and followed by the inference of 3-D information
from these features. The chapter proceeds with background of research, a presentation of the
thesis and an overview of its core concepts, and concludes with an outline of the dissertation.
2. Experimental platform and sensors v

This chapter presents information about equipments used in the research. The vision system
used in the research was an omnidirectional camera, which gives a high resolution spherical
panoramic image. The ability of having 360° field of view made it a very promising
alternative to be used not only as a sensor for obstacle detection and subsequently enabled
obstacle avoidance, but also as a sensor for heading angle detection. The most part of this
chapter was allocated about the unidirectional camera. It was continued about how the camera
acquisite the image and compress the image. The brief information was be presented about the
sensors coordinates, the camera main coordinate, its calibration and the technical specification
of the camera as well. However, the other equipments utilized in evaluating the results of
algorithms, e.g. absolute heading angle of a vehicle robot, were also introduced here and give
their technical characteristics.

3. Visual obstacle detection

It was hoped that the vehicle robot would be able to detect the hay bales in meadow. This
was achieved by utilizing the image processing techniques, such as the automatic thresholding
method and the segmentation of blue and green channel to eliminate sky part and most of
ground in the images. The enclosed rectangle’s height, width and area of contours were also
used to remove noises from the image and separate the hay bales from the background. The
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omnidirectional camera that has the ability to change the image exposure would allow the hay
bale detecting algorithm to be used in both sunny and cloudy weather. The algorithm detected
approximately 90% of hay bales within the 40m of maximum detection distance. Furthermore,
the image processing required about 700 milliseconds per image, which is adequately fast for
machine vision based navigation.
4. Orientation recovery

The absolute orientation of the vehicle robot should be identified to enable navigation on
desired path. The omnidirectional camera has an edge in this area as well because it provides
a 360° field of view, thus the scenes will always be remained in the view. The cross
correlation method was developed and applied on the skylines segmented from sequence
images to determine the rotation angle of robot while navigating. Then, the absolute heading
angle of robot was obtained by using the estimated rotation angle and assistance of RTK-GPS.
The RTK-GPS data would be used in the beginning of navigation to give the absolute initial
angle relative to north. After that, robot would be able to estimate its absolute heading angle
with three proposed methods, continuously changing the reference image (RC), fixing the
reference image (RF) and their combination (RCF). Experiments showed that the RC method
gave the best result.
5. Obstacle position recovery

The vehicle robot should be able to estimate the orientation and distance .of hay bales
relative to its coordinate so that the mapping of their location in the world coordinate system
would be made possible. The orientation of hay bales was found simply by the definition of
spherical panorama image. However, three methods were proposed for finding the distance to
hay bales. The threshold of hay bales’ area and height were two simple and effective ways to
estimate the distance to hay bales. The direction of sunlight and appearing shadow on the hay
bales could affect the accuracy; however this problem could be alleviated based on a local
discriminant analysis of hue channel image in the region of interest. The stereo vision system
was another option in estimating the distance. The stereo vision based approaches have the
advantage of directly estimating the object’s distance without using the characteristics of hay
bales. The estimation of the hay bales distance from the camera generated a root mean squares
error (RMSE) of 1.07m. Taking into consideration relating the size of hay bales and the safety
turning distance for accident prevention, it is a satisfactory result.
6. Visual based navigation

To verify the performance of the robot navigation algorithm developed based on the
omnidirectional camera, a-computer simulation was conducted. The simulation program has
four parts. First, a vehicle dynamics model was prepared to simulate the vehicle motion.
Second, the sensor model was provided to add the error of position and direction by the
sensors and methods. Third, a controller model was utilized in order to make vehicle follows
the target path and control the speed of vehicle as well. And finally, an obstacle avoidance
part was included to escape from collision. If there was any hay bale on the path, a new path
would be created to turn around the obstacle. The best result was achieved using the RC
method that the RSME of lateral and heading error was 0.06 m and 3.9° respectively. The hay
bale avoidance part also worked well and vehicle tarn around it with 4.5m distance. Moreover,
experiments showed that the proposed methods could be used with low cost GPS as well.
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7. Conclusion
A machine vision system was developed for agricultural vehicle robots to navigate

autonomously in the grass land and provide the data base information of hay bales location in
order to create work schedule. However, the research should be continued to develop the
proposed method for multiple robot systern.
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